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Abstract  

The aim of the paper is to use combine econometric analysis and machine learning modeling to 

explain the multidimensional nature of the Armenian Household poverty. The multinomial logistic 

regression results show that there are monetary and socioeconomic variables affecting poverty. 

Food and Non-Food related purchases in dram, members of the household, settlement, which 

includes Yerevan, other urban and rural towns, income received from abroad, educational level of 

the head of the household and a few other variables have a significant effect on the poverty status. 

After measuring the direct variable impact, Neural Networks and Decision Tree models are 

constructed. All three models are fit on the same training data and later evaluated on the same 

testing data to find out how well they perform the task of classifying Poor and Very Poor 

Households. From the original data, less than 2 percent of the observations fall under Very Poor 

Category, so correct results for this class are the most prioritized.  Neural Networks provide the 

best results in terms of correctly classifying the Poor and Very Poor Households from the testing 

data, followed by Decision Tree and Logistic Regression. As a main classification metric F1 score 

is taken.  

Keywords: Household Poverty, Multinomial Logistic Regression, Neural Networks, Decision 

Tree 
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Introduction  

 
In the recent literature relating to socio-economic issues poverty reduction has been a key policy 

debate. The elaboration of policies for poverty relief requires a thorough knowledge of this 

phenomenon. In 2016, the poverty rate in Armenia was 29.4% compared to the 27.6% recorded in 

2008 and the share of extremely poor was 1.8% as compared to 1.6% recorded in 2008. Armenia’s 

administrative division consists of 10 marzes (regions) and the capital of Yerevan. The results of 

2016 show that the poverty indicators in Shirak, Lori, Kotayk, Tavush and Armavir provinces are 

higher than the country average, and the highest poverty rate is in Shirak Region, where 46% of 

the population is below the poverty line (‘Poverty Profile’). According to the same report, 

however, 62.4% of the poor in Armenia are urban residents. For these reasons I find it important 

to not only determine the factors affecting the poverty status in Armenia but to construct machine 

models that can go much beyond linear relationships and are able to classify the multi-label 

observations with higher accuracy. The estimation of the models is based on the Armenia 

Household Survey data from 2015-2017. The methodology starts with the multiclass logistic 

regression analysis, fit on the training data and coefficient interpretation for the significant 

variables. Then the obtained model is used to fit the testing data and the classifications metrics 

such as Recall, Precision, F1 score along with confusion matrix results are presented. The same 

training and testing data is used to build deep neural network and decision tree models. The 

classification metrics obtained from these models are compared to the one obtained from logistic 

regression. These section is followed by conclusion and discussion/recommendations.                                                                        

Literature shows that most of the studies have used binary logistic regression models to find out 

the household poverty determinants. The use of machine learning methodology in combination 

with econometric interpretation will be a contribution to the existing literature. 
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Literature Review 

Poverty is a mixture of economic and social aspects (Patlagean,1977, as cited in Jmaii, 2016) which 

must be studied simultaneously to find the efficient policy to fight against this scourge. The 

incidence of poverty is determined by multiple factors operating at micro (household) as well as 

macro (national) levels. (Rahman, 2013). Poverty reduction is a key objective of many nations 

around the world. Extreme poverty reduction is one of the eight Millennium Development Goals 

defined by the United Nations and all 191 member states in 2000. Initially aimed to be achieved 

in 2015, program has had certain success and aims to continue to meet its poverty reduction targets 

with the 2030 sustainable development agenda (‘Millennium Development’, 2015). According to 

the existing literature, we can distinguish two main forms of poverty. First of all, the monetary 

poverty which results from a lack of resources and leads to insufficient consumption. This 

approach is related to the economy of welfare since the monetary indicators define poverty 

according to an income deficiency or a too low consumption which reflect a lower standard of 

living (Townsend,1985, as cited in Jmaii, 2016). It is a widely used concept of classifying 

individuals according to their monetary resources and is usually referred to as a unidimensional 

index. The poor are those individuals or households whose income or consumption is below a 

given threshold (Ravallion,1998). This threshold is then defined by measuring the consumption of 

basket of goods and services which allows to achieve a minimum standard of living. The second 

concept of poverty, mostly referred to poverty of living conditions and initiated by Townsend 

(1979), is determined through a multidimensional index. This index is usually constructed by 

getting information about food consumption, education, working conditions etc. about a family by 

household surveys. The aim is to get an overall view of the living conditions to better capture the 

phenomena of poverty. This approach corresponds to the logic of Sen (1985) with his concept on 
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individual capacities and it supports the idea that poverty reflects a lack of basic functional 

capabilities. This paper is not concerned with the construction of multidimensional index, rather it 

focuses on finding the variables which can define the multidimensional poverty. 

For many economists, the one-dimensional study may appear to be more limited, less complete 

and therefore less relevant than a multidimensional study (Jmaii, 2016). If we consider income as 

a measure of a well-being, which it usually is, then univariate study can also be preferable. The 

analysis of poverty requires a definition of a poverty line to determine who is poor and who is not. 

Two widely used poverty line thresholds are absolute and relative poverty lines. The absolute 

poverty line is a constant threshold over time in terms of living standards, updated with price 

inflation only. The relative threshold measures both the evolution of inequality as well as poverty. 

The most commonly used threshold is the half of the median (or mean) income (or expenditure) 

per unit of consumption and per equivalent adult (Jmaii, 2016).  

Sikander’s and Ahmed's (2008) study on Pakistan finds a high dependency with the size of the 

household having a positive impact on the household's probability of being poor. It has been 

demonstrated that the household size, and the dependency ratio have significant positive 

correlation with the household’s probability of being poor while the educational level of the 

households, age of the household head and landholding negatively affect the probability of being 

poor (Rahman, 2013). In South Africa, Maitra (2002, as cited in Rahman,2013) finds a significant 

effect of education of the household head on the poverty status of the household. Results show that 

the highest level of education attained by the household head significantly reduces the probability 

of the household being poor. In their studies, Bógale and Korf (2009) find that an increase in 

household size by one adult equivalent increases the probability of being extremely poor and 

moderately poor by 3.13 and 5.16 percent respectively and it lowers the likelihood that a household 
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will fall under the category of slightly non-poor and non-poor by 0.49 and 7.79 percent 

respectively. Rahman (2013) demonstrates the following results in his findings. Households 

headed by younger persons are less likely to be poor than households headed by older persons. 

Female headed households are more likely to live in poverty than male headed households and 

larger households are more likely to live in poverty. (Alkire et al., 2015) have demonstrated that 

an increase of one year of education decreases the odds of being multi-dimensionally poor by 49%, 

ceteris paribus, whereas having a female household head increases the odds of being multi-

dimensionally poor by 28%, ceteris paribus. Similarly, the odds of a household being multi-

dimensionally poor decrease by 57% for households living in urban areas, ceteris paribus, and 

increase by 10% for each additional household member. The results of (Rodriguez et al, 2015) in 

their multinomial logistic regression analysis have shown that the higher the level of education of 

the head, the probability of chronic household poverty decreases by up to 20 percent. Increasing 

household size by one unit increases the probability of falling into chronic poverty by 3 percent  

while the probability of never being poor decreases by 2 percent. Living in a rural area increases 

the probability of being chronically poor by 3 percent and if the head of the household is a woman 

the probability of the household being chronically poor increases while the probability of never 

being poor decreases.     

 

Background information and Data Description  

 

The data is comprised of 18144 observations of Armenian Household Survey Data from years 

2015 to 2017. Overall the dataset includes 60 variables. The important independent variables after 

collinearity check (De Veaux & Ungar) and significance check for both logistic regression models 

were identified and the descriptive statistics for these variables in the training data is presented. 



8 
 

 The variables are: 

 Non-food purchased of household per month in dram 

 Non-monetary income of household of household per month in dram 

 Food in small amount of household per month in dram 

 Food purchases of household per month in dram 

 Present members of household 

 Income from abroad- money received from relatives, living out of Armenia 

 Income from savings  

 Educational Level of head of the household- no primary, illiterate, no primary literate, primary, 

general, secondary, preliminary vocational, middle vocational, higher, post graduate 

 Settlement- Yerevan, Other Urban, Rural 

The correlation matrix shows that no high correlation is present in the dataset between the 

variables. The highest correlation is between the present members of the household and food 

purchased in small amounts per month and it is 59.5%. The next highest correlation is between 

present members of the household and food purchases variable. However, as they do not exceed 

70% threshold, these variables are included in the model building. 

 

 

Figure 1:  Descriptive Statistics 
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The dependent variable is Poverty. 71% of the observations belong to the Non-Poor category, 

around 27.1% to Poor category and around 1.72% to the Very Poor Category. The results are 

provided in the table. For the neural network model, alongside the variables presented above, five 

other variables, significant only for the ln (
𝑃(𝑃𝑜𝑜𝑟)

𝑃(𝑁𝑜𝑛 𝑃𝑜𝑜𝑟)
) dependent variable model were included.  

Figure 2 : Correlation Matrix 

Figure 3 : Poverty Distribution 
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The observations for the network were normalized using Min-Max scaling method. The data was 

divided into training and testing sets, which were used for model building and validation. 75% of 

the observations were used for training the models, 25% for testing the models. 

 

Models and Methodology  

In order to study the relationship between the multiclass dependent categorical variable and the 

independent variables, logistic regression, deep neural networks and decision tree models are used. 

The goal is to explain the variables with their unit impact using logistic regression then find out 

the most optimal model among the three in terms of classification metrics.             

We will start the analysis with a multinomial logistic regression. Let’s note that here we do not 

assume the independent variables are normally distributed and the homoscedasticity is also not 

required. The independent variables linearly predict a logit transformation of the dependent 

variable while the equation in terms of probabilities is nonlinear.  Probability (P) varies from 0 to 

1, while the range of logit is from minus to plus infinity (‘Logistic Regression’). Multinomial 

logistic regression, in other terms referred to as Softmax Regression, is used when the target 

variable has multiple classes. It gives the probability that the response variable takes on each of 

the possible classes.                                                       

Softmax function has the following form (‘Softmax Regression’). 

𝑃𝑟(𝑌𝑖 = 𝐾|𝑥𝑖; 𝛽) =
𝑒𝑥𝑝(𝛽(𝑘)𝑇𝑥(𝑖))

∑ exp (𝐾
𝑗=1 𝛽(𝑗)𝑇𝑥(𝑖))

 

The equivalent logit form for multiclass logistic regression can be written in the following way:  

ln 
 Pr (𝑌𝑖 = 1)

Pr(𝑌𝑖 = 𝐾)
= 𝛽1 ∗ 𝑋𝑖 
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                                                                      ….. 

            ln
 Pr(𝑌𝑖 = 𝐾 − 1)

Pr(𝑌𝑖 = 𝐾)
= 𝛽𝐾−1 ∗ 𝑋𝑖 

where K is the number of possible target variable outcomes and also the pivot class, and K-1 is the 

number of independent binary logistic regression models built. In the binary case where K =2, 

softmax regression reduces to logistic regression, showing that it is a generalization of the logistic 

regression (‘Softmax Regression’).  

The model provided in the table is a regularized multinomial logistic regression model, fit with an 

L1 regularization and with a 0.1 alpha term, which is the weight for the L1 penalty. As our 

dependent variable has three categories, Poor, Non-Poor and Very Poor, there will be two 

regression equations built (‘Logistic Regression’). Non-Poor is the reference class and there are 

two regression coefficients associated with each independent variable.  

 ln (
𝑃(𝑃𝑜𝑜𝑟)

𝑃(𝑁𝑜𝑛 𝑃𝑜𝑜𝑟)
) = 𝛽0𝑃𝑜𝑜𝑟 + 𝛽𝑃𝑜𝑜𝑟1𝑋1,𝑖 + 𝛽2𝑃𝑜𝑜𝑟𝑋2,𝑖 + ⋯ + 𝛽𝑚𝑃𝑜𝑜𝑟𝑋𝑚,𝑖 

 ln (
𝑝(𝑉𝑒𝑟𝑦 𝑃𝑜𝑜𝑟)

𝑝(𝑁𝑜𝑛 𝑃𝑜𝑜𝑟)
) = 𝛽0𝑉𝑒𝑟𝑦  𝑃𝑜𝑜𝑟 + 𝛽 1𝑉𝑒𝑟𝑦 𝑃𝑜𝑜𝑟𝑋1,𝑖 + 𝛽2 𝑉𝑒𝑟𝑦𝑃𝑜𝑜𝑟𝑋2,𝑖 + ⋯ + 𝛽𝑚 𝑉𝑒𝑟𝑦 𝑃𝑜𝑜𝑟𝑋𝑚,𝑖                                                       

   Table 1: Logistic Regression Model  

Model: MNLogit                                                                         Log-Likelihood: -3692.5                      

Method: MLE                                                                              Pseudo R2: 0.5354         

Observations: 13608            LLR p-value: 0.000 

  Logit 

Coef. 

Std. Err. Z P> |z| Odds 

Ratio 

Coef. 

const 0.1146 0.147  0.779  0.436  1.121453   

Non Food Purchases -9.516e-05 2.8e-06 -33.983 0.000*** 0.999905 
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Non-Monetary 

Income 

-6.674e-05 2.85e-06 -23.455 0.000*** 0.999933 

Food in Small 

Amount Per Month 

-0.0001 3.34e-05 -4.364 0.000*** 0.999854 

Food Purchases -3.013e-05 1.9e-06 -15.856 0.000*** 0.999970 

Present members of 

Household  

1.7594 0.045 39.018  0.000*** 5.809121 

Income received from 

abroad  

-3.59e-06

  

7.77e-07

  

-4.618  0.000*** 0.999996   

Income from savings 1.622e-05 2.88e-06 -5.677 0.000*** 0.999984 

Education Level of 

HH Head      

-0.0864

  

0.021 -4.161  0.000*** 0.917265   

Settlement -0.4286

  

0.045  -9.489  0.000***

  

0.651443   

Poverty= Very Poor   

 

Variable 

Logit 

Coef. 

Std. Err. Z P> |z| Odds 

Ratio 

Coef. 

const -0.0897 0.396 -0.226 0.821 0.914166 

Non Food Purchases -0.0002 7.8e-06 -23.851 0.000*** 0.999814 

Non-Monetary 

Income 

-0.0001 9.06e-06 -14.552 0.000*** 0.999868 

Food in Small 

Amount Per Month 

-0.0006 0.000 -5.494 0.000*** 0.999420 

Food Purchases -7.147e-05 5.48e-06 -13.050 0.000*** 0.999929 

Present members of 

Household 

2.6771 0.081 33.051 0.000*** 14.542962 

Income received from 

abroad  

-6.47e-06

  

3.24e-06

  

-1.996  0.046**

  

0.999994 
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The model assumes a linear relationship between the log odds of poverty variable and the 

independent variables, making the coefficient interpretation less intuitive. To be able to bypass 

this problem, we take an exponent of our initial coefficients, which allows us to explain the odds 

ratio (
𝑃(𝑃𝑜𝑜𝑟)

𝑃(𝑁𝑜𝑛 𝑃𝑜𝑜𝑟)
) or (

𝑝(𝑉𝑒𝑟𝑦 𝑃𝑜𝑜𝑟)

𝑝(𝑁𝑜𝑛 𝑃𝑜𝑜𝑟)
) rather than the log odds ratio. If a variable has a negative 

coefficient, the respective odds ratio coefficient is less than 1, indicating a negative relationship 

with the Poverty variable. For explaining each variable coefficient, we need to consider the ceteris 

paribus effect. The results show that we if we increase non - food purchases of households by 1unit 

which is 1 dram in this case, the odds of being poor will change by 0.999905, or go down by 

0.0095% and the odds of very poor will change by 0.999814 or decrease by 0.0186%, ceteris 

paribus. The impact of the variables is quite small because the unit is represented in one Armenian 

dram. Instead we could consider the ∆change in variables to be 1000 drams, which is a widely 

used form of currency in Armenia. Increasing non-monetary income of household by 1000 drams 

will decrease the odds of being poor by 6.7% and the odds of being very poor by 13.2%. This 

means a person will be less likely to be poor compared to non-poor by 6.7% and 13.2% less likely 

to be Very poor. The same logic applies to the other variables. If we increase the food purchased 

in small amounts of household by 1000 drams, the odds of being poor will decrease by 14.6% and 

Income from savings  -3.004e-05

  

9.49e-06

  

-3.165  0.002*** 0.999970 

Education Level of 

HH Head  

-0.3339

  

0.066  -5.032  0.000*** 0.716154 

Settlement -0.2952

  

0.144  -2.047  0.041**

  

0.744351 
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the odds of being very poor by 58%. If we increase the food purchased per household per month 

in 1000 drams, the odds or chance of being Poor goes down by 3% and the odds of being very 

Poor goes down by 7.1%. It is visible that the variables which are related to money and purchasing 

have a bigger impact on the Very Poor Category. Income received from relatives living outside of 

Armenia has the following interpretation. Increasing income received from abroad by 1000 drams, 

decreases the odds of being poor by 0.4% and the odds of being very poor by 0.6%. The variable 

which overall has the biggest impact is the number of present members in the family. Increasing 

the present number of household members by 1 person increases the odds of being poor by 5.81 

or by 481% and the odds of being very poor by 14.54 or by 1354%. The model also suggests that 

if income from savings goes up, a person by 1.6% is less likely to be poor and by 3% less likely 

to be very poor. Finally, if the education of the head of the family increases by one level, the odds 

of being poor decreases by 8.27% and the odds of being very Poor decreases by 28.38%. The 

model also says that the chance of a person who lives in an urban area rather than Yerevan is less 

likely to be poor by 34.86% and very poor by 25.56% and a person who lives in a rural area is less 

likely to be poor by 69.72% and very poor by 51.12%. 

 Table 2 : Logistic Regression Classification Metrics Report 

 

   

                                                                     Classification Report                 Confusion Matrix 

    Predicted Class 

 Precision Recall F1 Support Non-Poor Poor Very Poor 

Non-Poor 0.91 0.95 0.93 3524 0.95 (3361) 0.046(163) 0 (0) 

Poor 0.75 0.65 0.7 958 0.35 (333) 0.65(622) 0.0031(3) 

Very Poor 0.75 0.17 0.27 54 0 (0) 0.83 (45) 0.17 (9) 

AVG Accuracy/Total 0.88 0.89 0.88 4536  
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The classification report of the model enables us to assess the overall goodness of fit and the 

predictive power of the model and will be a common base for comparing Logistic Regression, 

Neural Networks and Decision Tree Models.  The confusion matrix allows us to see how many 

observations from each category have been correctly classified and misclassified. The results are 

present in parenthesis alongside the proportions of classification. Accuracy, which is found by 

summing the correctly predicted diagonal elements and dividing by the total number of 

observations, is an appropriate measure for classifier evaluation when the target variable has 

balanced classes. The classes of poverty variable are imbalanced, for these reason we might 

consider using Precision, Recall or F1 for classifier comparison. Precision is defined as  

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
, while Recall is defined as 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (Johari). 

For a multilevel classification, true positives are the left to right diagonal elements of the confusion 

matrix, showing the actual classes which have been correctly classified. The total number of false 

negatives for a class is the sum of values in the corresponding row (excluding the true positive 

value) and the total number of false positives for a class is the sum of values in the corresponding 

column (excluding the true positive value). F1 is defined as the harmonic of precision and recall 

is an overall summary metric of this two measures: 𝐹1 = 2 ∗
𝑃∗𝑅

𝑃+𝑅
. Support is the number of class 

occurrences in the testing dataset, thus is the same for all models. The intuition of Recall is the 

following: given that a Household actually belongs to a specific category (e.g. Very Poor), what 

proportion of the households has been correctly classified as Very Poor by our Model. The same 

logic applies to the other two categories as well. We see that 17% of the households that belonged 

to the Very Poor Category have been classified as Very Poor by our model. 65% of the Households 

which belonged to the Poor Category have been classified as Poor and 95% of the households 

which belonged to the Non-Poor Category have been classified as Non-Poor. We see that the model 
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is highly accurate on the Non-Poor observations, and below 20% accurate for the Very Poor 

Category. This happens because out of 4536 testing observations, only 54 belong to the Very Poor 

Class, making the task of the model to correctly classify harder. And the intuition of sensitivity is 

the following. Given that our model has classified an observation as belonging to a specific 

category, what proportion of these classifications actually belonged to that category.  In other 

words, out of all Very Poor Classification that the model made, 75% were correct, out of all 

observations classified as Poor, 75% were actually Poor and similarly 91% classified as Non-Poor 

were actually Non Poor. These two metrics might seem to represent the same thing but in reality 

they have different usages. Recall is the ability of a classifier to correctly find all the Very Poor 

instances while Precision is the ability not to label an instance as Non-Poor or Poor if it is actually 

Very Poor.  After fitting the logistic regression model and obtaining the classification results, we 

move on to build a neural network model. The trained neural network, which is comprised of 

neurons at each layer, has 14 input variables. Neuron is a unit that takes the inputs and gives an 

output by a certain function. The function that does the following mapping is called an activation 

function (‘Multi-Layer Neural Network’).  

ℎ𝑊,𝑏 = 𝑓(𝑊𝑇𝑥) = 𝑓(∑ 𝑊𝑖 𝑋𝑖

𝑛

𝑖=1

+ 𝑏) 

 The first hidden layer of the network contains 200 neurons, the second one 150 neurons and 

rectified linear activation function (Relu) is used for these layers. Relu is given by: 

𝑓(𝑧) = max (0, 𝑧) 

where z is the weighted sum of inputs including the bias term. 
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Softmax activation, introduced for logistic regression, is used as the activation function for the 

output layer. The model is minimizing a sparse categorical cross entropy loss function, the same 

loss function used for logistic regression, with 50 epochs and 100 batch size. The graph of the 

fitted neural network is presented. 

 

Figure 4 : Visualized Neural Network 
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Softmax loss function (‘Softmax Regression’) which is a generalization of the binary logistic loss 

function and is otherwise known as a cross entropy loss function, has the following form. 

𝐽(𝛽) = − ∑ ∑ 1

𝐾

𝑘=1

𝑚

𝑖=1

{𝑦𝑖 = 𝑘}𝑙𝑜𝑔
𝑒𝑥𝑝(𝛽(𝑘)𝑇𝑥(𝑖))

∑ exp(𝐾
𝑗=1 𝛽(𝑗)𝑇𝑥(𝑖))

 

The graph of the testing and training losses is the following. 

 

 

 

 

 

 

 

 

 Table 3 : Neural Networks Classification Metrics Report 

 

 

                                                                     Classification Report                 Confusion Matrix 

    Predicted Class 

 Precision Recall F1 Support Non-Poor Poor Very Poor 

Non-Poor 0.93 0.95 0.94 3524 0.95(3336) 0.053 (187) 0.00028 (1) 

Poor 0.77 0.69 0.73 958 0.27 (259) 0.69 (661) 0.04 (38) 

Very Poor 0.49 0.70 0.58 54 0 (0) 0.3 (16) 0.7 (38) 

AVG Accuracy/Total 0.89 0.89 0.89 4536  

Figure 5: Neural Network Training and Testing Losses 
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For the Neural Networks model the Recall results are the following. Given that a person belongs 

to a Very Poor Category, the Model correctly classified 70% of them as Very Poor, for the Poor 

Category the percentage of correctly classified observations was 69% and for the Non-Poor 

Category, 95% of the observations who were Non Poor were correctly classified as Non-Poor. The 

Precision(specificity) shows that out of all observations that were classified as Very Poor 49% 

actually belonged to the Very Poor category, out of all observations classified as Poor 77% were 

actually Poor and from all Non-Poor classified observations 93% were actually Non Poor. In terms 

classifying the Very Poor category, the Neural Networks is highly outperforming the Logistic 

Regression Classifier. For the Decision Tree model, Gini impurity is chosen as the splitting criteria, 

and with maximum depth of 15.  

𝐼𝐺(𝑝) = ∑ 𝑝𝑖(1 − 𝑝𝑖) = 1 − ∑ 𝑝𝑖
2

𝑁

𝑖=1

𝑁

𝑖=1

 

where: N-number of classes,  

Pi-fraction of items labeled with class i in the set. 

 

 Table 4 : Decision Tree Classification Metrics Report 

 

 

                                                                     Classification Report Confusion Matrix 

    Predicted Class 

 Precision Recall F1 Support Non-Poor Poor Very Poor 

Non-Poor 0.93 0.92 0.92 3524 0.92 (3240) 0.08 (282) 0 (2) 

Poor 0.69 0.7 0.69 958 0.27 (259) 0.7 (672) 0.003 (27) 

Very Poor 0.47 0.48 0.48 54 0.02 (1) 0.5 (27) 0.48 (26) 

AVG Accuracy/Total 0.87 0.87 0.87 4536  
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The recall results state that from all of households being Very Poor 48% were correctly classified, 

for the actual Poor category the correctly classification was 70% and for actual Non Poor Category 

it was 92%. The results of precision state that from all very poor classified observations 47 % were 

actually very poor, out of all Poor classified observations 69% were actually poor and out of all 

Non Poor classified observations 93% were Non Poor.                                                                                                                                    

To compare the overall predictive power of the models, we can look at the F1 score which 

incorporates both Recall and Precision. Neural Networks has the highest measures for all three 

categories and thus outperforms the other two models, though the score for the Very Poor Category 

is of the highest interest. Logistic regression has higher F1 scores in terms of Non-Poor and Poor 

Categories compared to the Decision Tree model, but the worst one out of three in terms of 

predicting the Very Poor category.  

Discussion 

The findings presented in the paper can be valuable in terms of policy development. We saw that 

besides the monetary and income variables, settlement, number of household members and head 

of the education turned out to be very significant. Educational level of the household head had the 

biggest role towards reducing household poverty, so the governments of Armenia should initiate 

policies or legislative changes to make education more accessible. The results demonstrate that 

larger households have higher chance of being poor. A policy solution could be to start educational 

trainings to inform families about the advantages of keeping the households small to avoid poverty 

risks. I believe doing the analysis on a dataset including pre 2015 observations would provide more 

insight, so this can be a future task to impellent. In terms of models, there is a tradeoff. Logistic 

regression provides is the most interpretative model, allowing to measure the direct impact of the 

variable on poverty, while decision tree and neural networks do a better job of correctly classifying 
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a household as Poor or Very poor. For the Very Poor category, they do it with a much higher 

accuracy. If one is not much interested in model interpretation rather in a model providing the most 

accurate results in terms of categories, the Neural Networks is the one to choose. Though we should 

acknowledge that there are much more computational costs involved with running a deep learning 

model. 

Conclusion 

This paper, using 2015-2017 household data, aimed to find out the factors contributing towards 

the multidimensional poverty in Armenia and compare the predictive powers of logistic regression, 

neural networks, decision tree models using classification metrics. The results from logistic 

regression show that poverty status depends on both monetary and non-monetary factors. 

Increasing non-food related purchases, food related purchases, non-monetary income of 

households per month in dram and income from savings decreases the odds of being poor and very 

poor. Settlement variable is quite significant. Though a little surprising, the results show that 

outside of Yerevan a person has a less chance of being poor or very poor. Income received from 

relatives living outside of Armenia though small, but has an impact on the poverty status. 

Increasing income received from abroad by 1000 drams, decreases the odds of being poor by 0.4% 

and the odds of being very poor by 0.6%. Increasing the present number of household members 

by 1 person significantly increases the odds of being poor and very poor. If the education of the 

head of the family increases by one level, the odds of being poor decreases by 8.27% and the odds 

of being very Poor decreases by 28.38%.  We are mostly interested in the models’ predictive ability 

on the Poor and Very Poor categories. By looking at the F1 scores for the Poor and Very Poor 

Categories, which is a balanced measured between precision and recall, we see that the neural 

networks provide the best results. Logistic Regression does slightly well classifying the poor 
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category compared to the decision tree, but provides the lowest F1 score in terms of Very Poor 

category (0.27) compared to Decision Tree’s (0.48) and Neural Networks’ (0.58) scores for the 

same category. Thus for interpreting the results logistic regression can be valuable, but we can see 

how much it lacks behind in terms of classifying the desired Very Poor Category. 
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Figure 6 : Neural Network Training and Testing Accuracy 

Figure 7: Logistic Regression Confusion Matrix 
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       Figure 8 : Decision Tree Confusion Matrix 
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